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Motivation

No research applies NER to real-world 

medical speech.

A medical spoken NER dataset is needed:

1. ASR outputs are noisy

2. Annotations can be inconsistent

3. Obtaining accurate medical NER from 

natural speech is challenging

Contributions
1. VietMed-NER - the first publicly 

available medical spoken NER dataset 

2. We present the baselines on several 

state-of-the-art pre-trained language 

models

3. We conduct extensive quantitative and 

qualitative error analysis

Experimental Setup 
Spoken NER Pipeline:

● Cascaded approach: 

ASR transcription → Text-based NER

Pretrained ASR Models:

● w2v2-Viet (mono) + XLSR-53-Viet (multi)

● Comparable WERs (29.0% vs. 28.8%)

NER Models:  

● Monolingual Encoders: 

PhoBERT, ViDeBERTa

● Multilingual Encoders: XLM-R

● Seq2Seqs: BARTpho, ViT5, mBART-50

Results on Human Transcripts

Error Analysis

Quantitative Weaknesses:

1. Misclassify PREVENTIVEMED due to 
overlap with DRUGCHEMICAL and 
TREATMENT

2. Good performance in straightforward 
categories, low performance in more 
complex categories.

Qualitative Weaknesses:

1. Ambiguity: similar descriptors and 
context  leads to confusion between 
LOCATION v.s. ORGANIZATION and 
DRUGCHEMICAL v.s. FOODDRINK 

2. Span Errors: truncated multi-word 
entities (e.g., “high blood” vs “high 
blood pressure”) and splitting of 
compound entities leads to errors

VietMed-NER

- Based on the VietMed medical 
ASR dataset

- 18 medical entity types - the largest 
spoken NER dataset

Annotation Process:

1. Create a gazetteer list of NERs 
from manually annotated chosen 
samples from VietMed

2. Automatically map entities to the 
dataset with a sorted gazetteer list

3. Iteratively review and update 
annotations

Dataset Statistics

Results on ASR Transcripts

Observations

1. Pre-trained multilingual models outperform 
monolingual if they overcome the capacity 
dilution problem

2. Encoders outperformed seq2seqs
3. Multiling. pre-training of the acoustic model 

does not affect cascaded NER performance
4. Performance of all models drop moving from 

human → ASR transcripts

Limitations

1. Annotation: We have not quantify 
the time and performance gain of our 
annotation approach

2. Evaluation Metrics: Standard 
metrics like WER overlook the critical 
importance of medical terms.


