
 Existing SOTA methods are GNN-based, which:
Rely on fixed window size        “Multi-scale” GNNs (IGM).
Assume pairwise relationships        Hypergraph Module.
Use naive pooling mechanism on fine-grained features.

             Perform cross-attention to fuse representations:

Overlook the issue of class imbalance.
             Inject a weighting factor to loss functions.

Main results.  ConxGNN outperforms
SOTA methods in MELD and IEMOCAP

Effective Context Modeling Framework for
Emotion Recognition in Conversations

Cuong Tran Van*, Thanh V. T. Tran*, Van Nguyen, Truong Son Hy

MethodologyChallenges & Proposals

Experimental Results
Ablation Studies.  Components Analysis

Ablation Studies.  Impact of
Inception Graph Module with
different number of branches


