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Figure 2: Abdominal ultrasound (National Cancer 

Institute)

Potential problem

There is a potential for speech-instruction medical VLMs (audio+image) in scenarios such as 

surgery or text-based interaction is often impractical for physicians.

Figure 1: Surgery (Harvard Medical School)

Medical vision language models (VLMs)

➢ Most of existing medical VLMs do not provide reasoning behind 

medical image diagnosis.

➢ They are limited by text+image instruction models.

Existing medical VLMs: Med-Flamingo, 

Llava-Med, MiniGPT-Med, MedBLIP, …

➢Method: We propose SilVar-Med, a speech-driven medical VLM that enables intuitive 

human-machine interaction in healthcare.

➢Dataset benchmark: a reasoning dataset for abnormality detection

➢Evaluation metrics: Model’s reasoning abilities and human evaluation
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Figure 3: Speech-Driven Medical VLM for Explainable 

Abnormality Detection in Medical Imaging.

Figure 4: Training pipeline.
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Sample 1: No abnormality detection

Question: Is the lung healthy? 

Answer: <answer>The lung appears healthy based on the provided 

imaging.<answer> <explanation> There are no visible signs of abnormalities such 

as lesions, fluid accumulation, or structural changes. The lung fields are clear, 

indicating normal function and absence of disease. <explanation>

Sample 2: Abnormality detection

Question: What diseases are included in the picture? 

Answer: <answer> The image indicates the presence of lung cancer, characterized 

by abnormal growths in the lung tissue. <answer> <explanation> The CT scan 

shows potential lesions or nodules that may suggest malignancy. <explanation>

Table 1: Training dataset Figure 5: Adaptive training pipeline
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Experimental Results

Table 2: Automatic speech recognition.

Table 3: Reasoning evaluation (Exp denotes expert).

➢Model: We propose SilVar-Med, a speech-driven medical VLM that enables intuitive 

human-machine interaction in healthcare.

➢Dataset: Reasoning dataset and extensive experiments for abnormality detection.

➢Evaluation metrics: Model reasoning using LLM-as-judge and human evaluation,.. There 

is a gap between human and LLM-as-judge evaluation.

➢Application: Verbal communication with VLM (e.g. surgery, abdominal ultrasound, … )
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